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Q.1) What are the characteristics and Building Blocks of an Algorithm? 
And what are Control Mechanism and Control structures? 
Answer :  Algorithms: The Recipes of Computing 

An algorithm is a step-by-step procedure for solving a problem or accomplishing a task. It's a 

blueprint that outlines the logical instructions a computer needs to follow.  

Characteristics of a Good Algorithm: 

 Unambiguous: Each step should be clear and well-defined, leaving no room for 

misinterpretation by the computer. 

 Finite: The algorithm must have a well-defined starting point and a clear ending 

point, ensuring it terminates after a finite number of steps. 

 Effective: The algorithm should be efficient in terms of time and resource usage to 

solve the problem in a reasonable time frame. 

 Correct: It should produce the desired output for all valid inputs, guaranteeing 

accurate results. 

 General: Ideally, the algorithm can be adapted to solve a broader class of similar 

problems with minor modifications. 

Building Blocks of Algorithms: 

Algorithms are constructed from basic building blocks that provide a structured approach to 

problem-solving. These fundamental blocks include: 

 Sequencing: Instructions are executed one after another in a specific order. Imagine 

following a recipe step by step. 

 Selection (Decision): Based on a condition (true or false), the algorithm chooses 

between alternative paths. This is like deciding whether to add sugar based on the user's 

preference. 

 Iteration (Looping): A set of instructions are repeated a specific number of times or 

until a certain condition is met. Think of a loop that continues mixing ingredients until 

they are well combined. 

Control Mechanisms and Control Structures: 

Control mechanisms and control structures are tools used to implement these building blocks 

and guide the overall flow of the algorithm. Here's a closer look: 

 Control Mechanisms: These are techniques used to make decisions and control the 

flow of execution within an algorithm. Examples include: 
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o Conditional Statements: These statements (like "if" statements) evaluate a 

condition and execute a specific block of code based on the outcome (true or 

false). 

o Loops: Looping constructs (like "for" loops or "while" loops) allow for the 

repeated execution of a set of instructions until a certain condition is met. 

 Control Structures: These are specific programming constructs that implement 

control mechanisms. They provide a way to organize and sequence the building blocks 

of an algorithm. Common control structures include: 

o Sequence Structure: Instructions are executed one after the other in the order 

they appear. 

o Selection Structure (if-else): This structure allows for branching based on a 

condition. If the condition is true, one set of instructions is executed, otherwise, 

another set is executed. 

o Looping Structure (for, while): These structures enable the repeated 

execution of a set of instructions until a specific condition is met. 

 
Q.2.a) What are Binary trees? How many types of Binary trees are there, 
discuss? 

 
Answer :   Binary Trees: Branching Out in the World of Data 

Binary trees are a fundamental data structure in computer science. They act like 

simplified family trees, with each node having a maximum of two child nodes: a left 

child and a right child. This hierarchical structure allows for efficient searching, 

sorting, and manipulation of data. 

Types of Binary Trees: 

There are several variations of binary trees, each with its own properties and use 

cases. Here's a look at some common types: 

 Full Binary Tree: Every node in this tree, except for the leaves (nodes 

without children), has two children. This creates a balanced and compact 

structure, making it useful for algorithms like Huffman coding. 

 Complete Binary Tree: All levels of the tree are completely filled, except 

possibly the last level, which must be filled from the left side. This ensures 

efficient space utilization. 
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 Perfect Binary Tree: A perfect binary tree is both full and complete. Every 

internal node (non-leaf node) has two children, and all leaves are at the same 

level. These trees are useful for applications where fast access to any node is 

crucial. 

 Balanced Binary Tree: In this type of tree, the heights of the left and right 

subtrees of any node differ by at most one. This balanced structure ensures 

efficient search and traversal operations. Common examples include AVL 

trees and Red-Black trees, which use self-balancing mechanisms to maintain 

balance. 

 Degenerate Binary Tree: This tree has one child per node or no children at 

all, essentially resembling a linked list. While not ideal for general-purpose 

use, it can be useful in specific situations. 
 
Q.2.b) Discuss the linked storage representation of binary tree. 
 

Answer :   Linked Representation: Building Binary Trees with Nodes 

In computer science, binary trees can be represented using linked structures. This approach 

utilizes nodes, which are like building blocks, to connect and organize the data within the tree. 

A Node's Life: 

Each node in a linked representation of a binary tree typically contains three elements: 

 Data: This holds the actual information stored in the node. It can be any data type, 

like an integer, a string, or even another data structure. 

 Left Child Pointer: This pointer references the left child node of the current node. If 

there's no left child, the pointer points to null. 

 Right Child Pointer: Similar to the left child pointer, this points to the right child 

node. A null pointer indicates no right child. 

Constructing the Tree: 

By connecting these nodes with pointers, we can build the binary tree structure. The root node, 

the topmost node without a parent, is the starting point. Its left and right child pointers reference 

the left and right subtrees, respectively. These subtrees can themselves be binary trees, further 

expanding the structure. 

Benefits of Linked Representation: 



www.blacksnwhite.com 

 Dynamic Memory Allocation: Nodes are allocated memory only when needed, 

making this approach memory-efficient. Unlike arrays, the size of the tree isn't 

predefined. 

 Flexibility: This representation allows for trees of any size and shape to be created, as 

nodes can be linked dynamically. 

Drawbacks of Linked Representation: 

 Random Access Challenges: Unlike arrays where elements are accessed by index, 

linked trees require traversing the tree to find specific nodes. This can be slower for 

random access operations. 

 Memory Overhead: Each node requires additional memory for the pointers, which 

can be a minor trade-off for the flexibility it offers. 

Alternatives to Linked Representation: 

 Array Representation: For situations where the tree size is fixed and efficient 

random access is crucial, an array-based representation might be preferable. 

 

Q.3) Explain the algorithms of Bubble sort and Merge sort. 

Answer :    Sorting Algorithms Showdown: Bubble Sort vs. Merge Sort 

In the realm of computer science, sorting algorithms play a vital role in organizing data. Here, 

we'll delve into two popular algorithms: Bubble Sort and Merge Sort, exploring their 

approaches and understanding their strengths and weaknesses. 

Bubble Sort: A Simple but Slow Shuffle 

Bubble Sort is a straightforward sorting algorithm that iterates through the data list repeatedly. 

In each iteration, it compares adjacent elements and swaps them if they are in the wrong order. 

Here's how it works: 

1. Start at the beginning of the list. 

2. Compare the first two elements. 

3. If the first element is greater than the second, swap them. 

4. Move on to the next pair of elements and repeat steps 2 and 3. 

5. Continue iterating through the list until the end is reached. 

6. Repeat steps 1-5 for the entire list, one pass at a time. 

Inner Workings: 



www.blacksnwhite.com 

Imagine bubbles rising to the surface of water. Larger elements (like heavier bubbles) sink 
down through comparisons, while smaller elements (like lighter bubbles) "bubble up" towards 
their correct positions at the beginning of the list. 
Complexity: 

 Time Complexity: Bubble Sort has a time complexity of O(n^2), which means the 
sorting time grows quadratically with the size of the data (n). This makes it inefficient 
for large datasets. 

 Space Complexity: Bubble Sort has a space complexity of O(1), meaning it requires 
constant additional space, independent of the data size. 

Merge Sort: Divide and Conquer for Efficiency 
Merge Sort employs a divide-and-conquer strategy. It recursively divides the unsorted list into 
sub-lists containing a single element each (base case). These sub-lists are then merged back 
together in a sorted order. 

1. Divide the unsorted list into halves (or sub-lists) recursively until each sub-list 
contains a single element. 

2. Merge the sub-lists back together in a sorted manner.  
o Compare the first elements of each sub-list. 
o Add the smaller element to the final sorted list. 
o Remove the added element from its respective sub-list. 
o Repeat steps 2a and 2b until one sub-list is empty. 
o Append the remaining elements of the non-empty sub-list to the final sorted list. 

3. Repeat steps 1 and 2 until the entire list is merged and sorted. 
Conquering Complexity: 

 Time Complexity: Merge Sort has a time complexity of O(n log n), which is 
significantly faster than Bubble Sort for large datasets. This is because the divide-and-
conquer approach breaks down the problem into smaller, more manageable sub-
problems. 

 Space Complexity: Merge Sort has a space complexity of O(n), meaning it requires 
additional space proportional to the data size. This is due to the temporary storage 
needed during the merge operations. 

Choosing the Champion: 
While Bubble Sort is simple to understand and implement, its slow performance makes it 
unsuitable for large datasets. Merge Sort, with its divide-and-conquer approach, reigns supreme 
in terms of efficiency for most sorting needs. However, its additional space complexity might 
be a factor for situations with limited memory resources.  
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Q.4.a) What is dynamic memory storage and how is link list stored in 
memory? Write the algorithm for traversal of a singly link list. 
 

Answer :    Dynamic Memory Allocation and Linked List Storage 

Dynamic Memory Allocation: 

 Breaking Free from Fixed Sizes: Unlike arrays with pre-defined sizes, dynamic 

memory allocation allows programs to allocate memory during runtime based on their 

needs. This offers flexibility and memory efficiency, especially for data structures that 

can grow or shrink in size. 

 Heap Management: The heap is a dedicated area of memory managed by the 

operating system for dynamic memory allocation. Programs can request memory 

blocks from the heap using functions like malloc (allocate memory) and free (deallocate 

memory) in C/C++. 

Linked List Storage in Memory: 

 Nodes: The Building Blocks: Linked lists are built using nodes. Each node stores 

data and a pointer. 

 Pointer Power: The pointer in a node doesn't hold the actual data itself, but rather the 

memory address of the next node in the list. This creates a chain-like structure where 

nodes are linked together indirectly through their pointers. 

 Non-Contiguous Allocation: Unlike arrays where elements reside in contiguous 

memory locations, linked list nodes can be scattered throughout the heap. This is 

because the allocation happens dynamically, and the next available memory block in 

the heap might not be adjacent to the previous node. 

Traversal Algorithm for Singly Linked List: 

Here's the algorithm for traversing a singly linked list (where each node has only a pointer to 

the next node): 

1. Start at the head node. (The head node is the first node in the list and usually has a 

special pointer referencing it.) 

2. While the current node is not null:  

o Process the data in the current node. (This could be printing the data, 

modifying it, etc.) 

o Move to the next node by assigning the current node's pointer to the 

current node variable. (This follows the pointer to the next node in the list.) 

 SET - II 
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3. You have reached the end of the list when the current node becomes null. 

Benefits of Dynamic Allocation and Linked Lists: 

 Flexibility: Linked lists can grow or shrink in size as needed, making them suitable 

for scenarios where data size is unpredictable. 

 Memory Efficiency: Memory is allocated only for the nodes that are actually used in 

the list, avoiding wastage like in fixed-size arrays. 

Drawbacks: 

 Slower Random Access: Since linked lists don't store elements contiguously, 

accessing a specific element by index requires traversing the list from the beginning, 

making random access slower compared to arrays. 
 

 

Q.4.b) What are the different types of link list. Write an algorithm to create 
circular list. 
 

Answer :    Linked List Variations: Beyond the Singly Linear 

Linked lists, with their dynamic memory allocation and flexibility, offer a powerful data 

structure. But there's more to them than just the basic singly linked list. Here, we'll explore 

different types of linked lists and delve into creating a circular linked list. 

Types of Linked Lists: 

1. Singly Linked List: The most basic type, where each node has one pointer to the next 

node in the sequence. 

2. Doubly Linked List: Each node has two pointers: one to the next node and one to the 

previous node. This allows for easier traversal in both directions. 

3. Circular Linked List: The last node's pointer points back to the first node, creating a 

closed loop. 

Creating a Circular Linked List: 

Here's the algorithm to create a circular linked list: 

1. Create a new node: Allocate memory for a new node and assign the data value (if 

applicable). 

2. Set the next pointer: If this is the first node (or the only node yet), set the next pointer 

of the new node to itself to create the circular loop. Otherwise, set the next pointer to 

the current last node. 
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3. Update the last node (if not the first node): If this is not the first node being added, 

update the next pointer of the current last node to point to the newly created node. 

4. Set the head pointer (if the first node): If this is the first node being added, set the 

head pointer to this new node, as it's now the head of the circular list. 

Key Point: 

The key difference in creating a circular linked list compared to a singly linked list is that the 

last node's next pointer points back to the first node, closing the loop. 

Benefits of Circular Linked Lists: 

 Josephus Problem: Circular linked lists are useful for solving problems like the 

Josephus Problem, where elements are eliminated based on a counting sequence. 

 Real-time Systems: They can be used in real-time systems where data needs to wrap 

around and continue from the beginning after reaching the end. 

Drawbacks: 

 Traversal Considerations: Traversing a circular linked list requires special handling 

to avoid infinite loops, as you might keep revisiting the same nodes. 
 

Q.5) Write the Algorithm to find the maximum and minimum items in a set 
of n element. Also explain the working of the algorithm. 
 

Answer :    Finding Maximum and Minimum Elements Efficiently: Two Algorithms 

Finding the maximum and minimum elements in a set of n elements is a fundamental task in 

computer science. Here, we'll explore two efficient algorithms to achieve this: 

1. Linear Scan 

This straightforward approach iterates through the entire set of elements, keeping track of the 

current maximum and minimum values encountered. 

Algorithm: 

1. Initialize two variables:  

o max = Set the first element of the set as the initial maximum. 

o min = Set the first element of the set as the initial minimum. 

2. Iterate through the remaining elements (starting from the second element):  

o For each element x:  

 If x is greater than max, update max to x. 



www.blacksnwhite.com 

 If x is less than min, update min to x. 

3. After the loop, max will hold the maximum element and min will hold the 

minimum element. 

Working: 

The algorithm starts with assuming the first element is both the maximum and minimum. Then, 

it iterates through the remaining elements, comparing each element to the current max and min. 

If an element is greater than the current max, it becomes the new max. Similarly, if an element 

is smaller than the current min, it becomes the new min. This process ensures that by the end of 

the iteration, max will hold the largest element and min will hold the smallest element. 

Time Complexity: 

 The time complexity of the linear scan algorithm is O(n), which means the execution 

time grows linearly with the number of elements (n) in the set. This is because it needs 

to visit each element once in the worst case. 

2. Divide and Conquer (using Recursion) 

This approach utilizes a divide-and-conquer strategy, recursively dividing the set into smaller 

sub-sets, finding the maximum and minimum elements within each sub-set, and then 

comparing those sub-set extremes to find the overall maximum and minimum for the entire set. 

Algorithm: 

1. Base Case: If the set has only one element, that element is both the maximum and 

minimum. Return that element. 

2. Divide: Divide the set into roughly equal halves (left half and right half). 

3. Conquer: Recursively call the algorithm on both halves to find the maximum 

(max_left and max_right) and minimum (min_left and min_right) elements in each half. 

4. Combine: Compare the maximum elements (max_left and max_right) and assign the 

larger value to max. Similarly, compare the minimum elements (min_left and min_right) 

and assign the smaller value to min. 

5. Return max and min as the overall maximum and minimum elements of the 

original set. 

Working: 

The algorithm divides the set into smaller and smaller sub-sets until it reaches sub-sets with 

just one element each. At that point, the single element is trivially both the maximum and 

minimum. Then, as it merges back up through the recursion, it compares the maximum and 
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minimum elements found in each sub-set to determine the overall maximum and minimum for 

the entire set. 

Time Complexity: 

 The time complexity of the divide-and-conquer algorithm is typically considered O(n 

log n) in most practical scenarios. This is because the divide-and-conquer approach 

significantly reduces the number of comparisons needed compared to the linear scan, 

especially for larger datasets. 

 

 
Q.6.a) What is Stack? Discuss the Array implementation of a stack along 
with push() and pop() algorithms. 

Answer :  

 A stack is a linear data structure that follows the LIFO (Last In First Out) principle. Imagine 

a stack of plates; the first plate you put on the stack is the last one you can take off. Elements 

are inserted and removed from the top of the stack. This makes it ideal for situations where you 

need to keep track of order in a temporary way, like keeping track of function calls or evaluating 

expressions. 

One way to implement a stack is using an array. Here's how it works: 

1. Array: We allocate a fixed-size array to store the elements of the stack. 

2. Top pointer: We maintain a variable, often called top, that points to the topmost 

element in the stack. Initially, this pointer is set to -1 to indicate an empty stack. 

Push operation: 

Pushing an element onto the stack involves: 

1. Check for overflow: If the top pointer is already pointing to the last index of the 

array, the stack is full, and we cannot push any more elements (overflow condition). 

2. Increment top: We increment the top pointer by 1 to point to the next available slot 

in the array. 

3. Insert element: We insert the new element at the index pointed to by the top pointer. 

Pop operation: 

Removing an element from the stack involves: 

1. Check for underflow: If the top pointer is -1, the stack is empty, and there's no 

element to remove (underflow condition). 

2. Get element: We store the value of the element pointed to by the top pointer. 
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3. Decrement top: We decrement the top pointer by 1 to point to the previous element 

in the stack. 

4. Return element: We return the value of the element that was removed. 

Here's a simplified example to illustrate the push and pop operations: 
array = [-, -, -, -] 
top = -1 (initially empty stack) 
 
push(10)  --> array = [10, -, -, -], top = 0 
push(20)  --> array = [10, 20, -, -], top = 1 
 
pop()  --> returns 20, array = [10, -, -, -], top = 0 

Advantages of Array based Stack: 

 Simple and efficient for fixed-size operations 

Disadvantages of Array based Stack: 

 Fixed size: Size needs to be predetermined and cannot be changed dynamically. 

 Overflow/Underflow: We need to handle overflow and underflow conditions to 

prevent errors. 

 
Q.6.b) What is Queue? Discuss the Array implementation of a queue along 
with enqueue() and dequeue() algorithms. 
 

Answer :  A queue is a linear data structure that follows the FIFO (First In First Out) 

principle. Imagine a line of people waiting for their turn. The first person who gets in line is 

the first one to be served. Elements are inserted at the back (rear) and removed from the front 

of the queue. This makes it ideal for processing items in the order they were received, such as 

handling printer jobs or managing tasks in an operating system. 

One way to implement a queue is using an array. Here's how it works: 

1. Array: We allocate a fixed-size array to store the elements of the queue. 

2. Front and Rear pointers: We maintain two variables: 

o front: This pointer points to the front element of the queue. Initially, it points 

to -1 signifying an empty queue. 

o rear: This pointer points to the rear element of the queue. Initially, it points to -

1 as well. 

Enqueue operation (inserting an element): 
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1. Check for overflow: If the rear pointer is already pointing to the last index of the 

array and front is not pointing to the first element (i.e., front != 0), the queue is full, and 

we cannot insert any more elements (overflow condition). 

2. Increment rear: We increment the rear pointer by 1 to point to the next available slot 

in the array. If the queue was empty (front == -1), we also set front to 0 as the first 

element is being inserted. 

3. Insert element: We insert the new element at the index pointed to by the rear pointer. 

Dequeue operation (removing an element): 

1. Check for underflow: If the front pointer is -1, the queue is empty, and there's no 

element to remove (underflow condition). 

2. Get element: We store the value of the element pointed to by the front pointer. 

3. Increment front: We increment the front pointer by 1 to point to the next element in 

the queue. If the queue becomes empty after this operation (i.e., front becomes greater 

than rear), we reset both front and rear to -1. 

4. Return element: We return the value of the element that was removed. 

Here's a simplified example to illustrate the enqueue and dequeue operations: 
array = [-, -, -, -] 
front = rear = -1 (initially empty queue) 
 
enqueue(10)  --> array = [10, -, -, -], front = 0, rear = 0 
enqueue(20)  --> array = [10, 20, -, -], front = 0, rear = 1 
 
dequeue()  --> returns 10, array = [-, 20, -, -], front = 1, rear = 1 

Advantages of Array based Queue: 

 Simple and efficient for fixed-size operations 

Disadvantages of Array based Queue: 

 Fixed size: Size needs to be predetermined and cannot be changed dynamically. 

 Overflow/Underflow: We need to handle overflow and underflow conditions to 

prevent errors. Also, in practice, a circular queue implementation is preferred to avoid 

wasting space in the array. 

 

 


